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time separation is required in samples of the / [ i "
class ¢ received signal such that the samples are [, ;1‘;”"‘*‘! o ' Frequescy Belective Fuding
ondin approximately independent. o pirskioporo S - e
f stey Ans. The coherence time of the channel isT_ ~ 1/B, = 1/80, w1 i Small-Scale Fading
»nab) so samples spaced 12.5 ms apart are approxnmale!y t ‘B"“’""?W"W' L ¥
hine uncorrelated and thus, given the Gaussian properties of the { ]
underlying random process, these samples are app: oximately Fast Fading., Slow Fading *
dependent. . High Doppler spread L Low Doppler spread
: independe 2. Coberencs time < Sjmbol period 2. Caherence time > Symbol paried
e _ 3. Channel variations faster than base- 3. Channel veriations slewer than
band signal vaniatio baseband signal variati
Consider an indoor wireless LAN with [, = 900MHz, _2 o -

. cells of radius 100 m, and mm-d:recnona! antenuas.
Under the free-space path loss model, what transmit
power is required at the access point such that all
terminals within the cell receive a minimum power
of 10uW. How does this change if the sysiem
Srequency is 5 GHz?

Ans. We must find the transmit power such that the terminals
at the cell boundary receive the minimum required power.

[ 4nd ]

| VG2
Substituting in G, = | (non-directional antennas), A = =c/f,
=033m,d=10m, andP 10pW yields P, = 1.45W = |. 6!
dBW (recall that P Watts cqualx 10 log,,[P] dBW dB relative
to one Watt, and 10log,,[P/.001] dBm, dB relative to one
milliwatt). At 5 GHz only . = .06 changes, so P, =43.9 KW

=16.42 dBW.

p—P

Q.4 Define coherence bandwidth.

e

Ans. Coherence Bandwidth : The coherence bandwidth
is related to the specific multipath structure of the channel.
The coherence bandwidth is a measure of the maximum
frequency difference for which signals are still strongly
correlated in amplitude.

\Q.5 ) Distifiguish coherence time and coherence
T _dandwidth.

I

Ans. Corehence Bandwith: Refer to Q. 4.

Coherence bandwidth is inversely proportional to the
rms value of time delay spread. The coherence timer is
defined as the required time interval to obtain an envelope
correlation of 0.9 or less.
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~(Af; At)e ™24 AL,

 Doppler at a single frequency,
Sc(p) 2 S-(0; p). It is easily

o ~I2RPAt AL

At). Note that A.(At) is an
1g how the channel impulse
In particular A(At=T) =0
e channel impulse response
ncorrelated and therefore
a Gaussian random process.
time T to be the range of
oximately non-zero. Thus,
lates after approximately
called the Doppler power
Fourier transform of an
“the received signal as a

i = in
model samples became independent at time Aht j:,ff:‘j‘ss?p)_
general B, = k/T, where k depends on the s Sap( ) ané i
We illustrate the Doppler power spectrum Sc(p

inverse Fouriertransform Ac(A,)-

WNHhat is Fwo=-Ray Model? Determine the criu'caI;
(@ distance for the two-ray model in an urbc;nl mic;o;:l,
(h,=10m,h, =3m)and an lndoar/ microcell (h,

h =2m) for f,= 2GHz. |~

\ i ;  single ground
Ans. The two-ray model is used when a singl :
reflection dominates the multipath effect. The received s:gt}:i‘
consists of two components: the LOS component or ray, whic
is just the transmitted signal propagating through free space,
and a reflected component or ray, which is the transmitted
signal reflected off the ground.

S

Fig. : Two-Ray Model
d, = 4hh /A= 800 meters for the urban microcell

and160meters for the indoor system. A cell radius of 800 m

in an urban microcell system is a bit large: urban micrccells
today are on the order of 100 m to maintain large ¢
However, if we used a cell

parameters, signal power would fall off inside the cell, and

interference from neighboring cells would fall, and thus w ould
be greatly reduced. Similarly, 160

radius of an indoor system, as ther
walls the signal would hay
radius of that size. So an in
a smaller cell radius, on th

apacity.
size of 800 m under these system

m is quite large for the cell
e would typically be many
€ 10 go through for an indoor cell
door system would typically have
¢ order of 10-20 m.
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e receiving antenna, | conservative design. \ J spreading, which Jeq ; ; ; -
in time uid spatial Using equation ¢ % ffequncy Fiswicing :lisgzoaislg?sld:stomon. Viewed in the
tudes of the different 9 92 Increases with increasing Dop I:::O" duc to fast fading s B
i in signal strength, T, wr— - bandwidth of the esiitted Pler spread relative to the % Fre
B dliciniiion. o badh: € lénf, P \ undergoes fast fading 1t ied signal. Therefore, a signal !‘2
: o od Fo 8 _ 2
e L __poudt N o 0 LN
nbol interference. 16mvf.  16x3.14x50x1900x10 = & It should be noted th t wh i . L
iion between the T =56 5 us : - a fast or slow fading chan“:l :d:;,: ::ta;‘nelils 5p:c1:ed as =
andom frequency Taking time samples at less than half Tc, at 282.5 ys J channel is flat fading or frefiuency se!cct‘:::lif: :ane:r erF(het
R = ) i L F €. ra
ﬁ b egc)-]“of' lge corresponds to a spatial sampling interval of £ : fadlng only deals with the rate of change of the channel due o
1V r -
ac.el'\-fr:rpci)ssmme ing yig \ ao motion. In the case of the flat fading channel, we can | Flg. : Matrix it
ax == 4] ( Ppl;f_)mmate the impulse response to be simply a delta function Junction of
e g 2 5- L 1'1110 ime_delay?. Hence, a flat fading, fast fading channel is a -
i 50 5655 channel in which the amplitude of the delta function varies
rarying Doppler =T~ =0.014125m faster than th :
ing objects move 2 % ignal ¢ rate of change of the transmitted baseband
g £ S signal. In the case of a frequency selective, fast fading | ===
ect dominates =l4lem - \ channel, the amplitudes, ph i
of surrounding’ . \ » ti€ amplitudes, phases, and time delays of any one | Ans. Params
oF the mobils Therefore, the riumber of samples required overa 10 m & of the multipath components very faster than the rate of | multipath ch:
travel distance is £ — change of the transmitted signal. In practice, fast fading only | delay profile
gnal : If the 10 10 ; \« gcc;;rs f‘;{' very low data rates. instantaneou
nal : T =708 samples ) . Slow Fadin area in ord
ater than the Ne T Too14125 o d y -

LR
/

In a slow fading channel, the channel impulse response | profile. Dept

red signal will The time taken to make this measurement is equal to \ changes at a rate much slower than the transmitted baseband | and the type
will not fac.ie i & signal s(t). In this case, the channel may be assumed to be | choose to §
al fading will R 0.2 s. The Doppler spread is c_ S static over one or several reciprocal bandwidth intervals. In | wavelength
uinel can be | S0m/s \ the frequency domain, this implies that the Doppler spread of | M in outdc
is related to P [ the channel is much less than the bandwidth of the baseband | channels i
M; ::;:zn:; B, == M 6— oy signal. Therefore, a signal under-goes slow fading if Samlﬁ"msli
c T <<T small-scal
wrelated in i 6 % And Bs >> ]:_2 (1) Time
bandwidth 50x1900x10 - : d : : i
. . e ey 31666 H t - It should be clear that the velocity of the mobile (or | different
signal will 3x10° B velocity of objects in the channel) and the baseband signaling | design g
«d in time. [ J ® determines whether a signal undergoes fast fading or slow | grossly q
h and the ¢ C fading. The relation between the various multipath parameters | excess di
rlaHl-scaa'c l ParT-C 9 and the type of fading experienced by the signal are | dB)arer
nplitudes 1 summarized in Fig. Over the years, some authors have | fromap
indwidth ol

confused the term fast and slow fading with the terms large- | wide bar

scale and small-scale_fading. It should be emphasized that by theit

>
@ Due to Doppler Spread what are the Effects of fast and slow fading deal with the relationship between the | The me
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nterval ~L_ time rate gf change in 1.he channel and meltransmitted signal, | delay p
iﬁ‘:‘z: Ans. Fading Effects Due to Doppler Spread N @ andnot imh P Pt EmE RN

many | 1- Fast Fadm;; & ~1 <3 T.s | o
stance Depending on how rapidly the transmitted baseband 9 22 t FlaSlow y  Flat Fast
wuld ir | Signal changes as compared to the rate of change of the -~ S i ch_i_m_g_ __ __j_ _F_a{_hig _____
 they | channel, a channel may be classified either as a fast fading ¢ E E 4 o \
icle? | OT slow fading channel. In a fast fading channel, the channel 5 E2 = Frequency Selective! Frequency Selective centr
Vi impulse response changes rapidly within the symbol duration. h g SlowFading |  Fast Fading be
== | Thatis, the coherence time of the channel is smaller than the & ' :

.r 3

symbol period of the transmitted signal. This causes frequency @T itted Symbol Period
a) iransm

dispersion (also called time selective fading) due to Doppler
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';?:,:dr:;,‘: : -] Pain cles reeten) 5 § l correlatio_n function is above 0.9, then the coherence bandwidth
elative to rhs : s s S e Lo TP \ e
fore. o signal g'; Frrq;enc)" Selective, Frcqﬂucng-_Sglc-:nvc where 2 =k —= k \ 1

?E ast Fading ! ~Slow Fading Zak z P(ty) B, =~ S
Ny Ak-cacoiis P b S . b i
§8 Flat Fast ' Flat Slow ce Bandwidth : While the delay spread is a If the definition is relaxed so that the frequency

$ specified r;s _§ . Pudiog :’ Fading r(‘za)tu(::lh:;:':memenon caused by reflected and scattered f:om:latio'n function is above 0.5. then the coherence bandwidth

¥ whether the L ! — B propagation paths in the radio channel, the coherence | isapproximately

¥ nature. Fast _ B, i _ ' bandwidth, B, is a defined relation derived from the rms delay 1

rchannel due (b) Transmitted Baseband Signal Bandwidth spread. Coherence bandwidth isha s:ati;ticalhmcastlxre of tll:c B, » E

: Fig. : Matrix i ] in, ienced by a signal a range of frequencies over which the channel can be

o B oropeer-opsehd e ol s ot Al considéeed “TAt (Lo, » ohammol i passss all spectral f (3) Doppler Spread and Coherence Time : Delay spread

ichannel is a ' components with approximately equal gain and linear phase). | and coherence bandwidth are parameters which describe the

Iction varies What is parameters of Mobile Multipath Channels In other words, coherence bandwidth is the range of | time dispersive na!:um of th.e channel malgcalaren._!-lowaver.

o Explain its type. frequencies over which two frequency components have a | they do not offer mformntx.on about fhe txme. varying nature

fast fading strong potential foramplitude correlation. Two sinusoids with | of the channel caused by either relative motion between the
iofany one | Ans. Parameters of Mobile Multipath Channels : Man) frequency separation greater than B, are affected quite | mobile and base station, or by movement of objects in the
the rate of | multipath channel parameters are derived from the powe differently by the channel. If the coherence bandwidth is channel. Doppler spread and coherence time are parameters
fading only | delay profile. Power delay profiles are found by averaging designed as the bandwidth over which the frequency | which describe the time varying nature of the channel in a
instantaneous power delay profile measurements over a loca small-scale region.
area in order to determine an average small-scale power delay
e response | profile. Depending on the time resolution of the probing puls Haa
I'baseband | and the type of multipath channels studied, researchers ofier
med to be | choose to sample at spatial separations of a quarter of i
tervals. In | Wavelength and over receiver movements no greater than ¢
‘spread of | M in outdoor channels and no greater than 2 m in indoo)
baseband | channels in the 450 MHz - 6 GHz range. This small-scalc
if sampling avoids large-scale averaging bias in the resulting
small-scale statistics.
(1) Time Dispersion Parameters : In order to compare
sbile (or | different multipath channels and to develop some genera
ignaling | design guidelines for wireless systems, parameters whicl
or slow | grossly quantify the multipath channel are used. The mear
imeters | excess delay, rms delay spread, and excess delay spread (X
1al are | dB)are multipath channel parameters that can be determinec
s have | froma power delay profile. The time dispersive properties o
tlarge- | wide band multipath channels are most commonly quantifiec
i that | by their mean excess delay (t) and rms delay spread (0,)
m the | The mean excess delay is the first moment of the powes d
ignal, delay profile and is defined to be
Zafrk zP(tk )T, 4
=t -k =
Za; ZP(Tk )
k k
The rms delay spread is the square root of the 2conc
central moment of the power delay profile and is defined tc
be
g = \,Irz -(7)




Ans. Types of Multiple Access Techniques: -~
(i) Frequency division multiple access (FDMA) 7
(i) Time division multiple access (TDMA). i

(ii) Code division multiple access (CDMA) '

(iv) Space division multiple access (SDMA) <

Ans. FDMA: In FDMA, the total bandwidth is divided into
non-overlapping frequency sub bands. Each user is allocated
a unique frequency sub band (channels) for the duration of
the connection, whether the connection s in an active or idle

state.

IMPORTANT

Sl B R NG, il

QuEsTIONS

ParT-A

Q5 What are the application of FDMA?

= :

1 What is multiple access?

An

s. Multiple Access: Multiple access is a signal
transmission situation in which two or more users wish to
‘simultaneously communicate with each other using the same
Ppropagation channel.

Q2 Write the applications of multiple access methods.
_——
Ans. The multiple access methods are used in

(i) Satellite networks .

(i) Cellular and mobile communication networks
(i) Military communication

(iv) Underwater acoustic networks

Ans. FDMA is mostly used for the following applications:

Analog communications systems: FDMA is the
only practicable multiple access method.
“Combination of FDMA with other multiple access
methods: The spectrum allocated for a service (or a
network operator) is divided into larger subbands, each
of which is used for serving a group of users. Within
this group, multiple access is done by means of another
multiple access method — e.g., TDMA or CDMA.. Most
current wireless systems use FDMA in that way .
* High-data-rate systems: The disadvantages of
FDMA are mostly relevant if each user requires only

a small bandwidth —e.g., 20 kHz. The situation can be
different for wireless Local Area Networks (LANs),
where a single user requires a bandwidth on the order
of 20 MHz, and only a few frequ
available.

ency channels are

ention the types of multiple access techniques.

ParT-B

1

e

ine FDMA.

p, o

The assignment of frequency bands is usuall
call setup, and retained during the whole ¢
combined with the Frequency Domain Duplexing (FDD), so
that two frequency bands (with a fixed dupl
assigned to each user: one for downlink (BS-to-MS) and one
\ for uplink (MS-to-BS) communtication.

Q.6 m,kﬁﬁ__.a Multiple Access vig Frequency Division
_AMultiple Access.

Ans. FDMA is the oldest, and conceptually most simple, muli
access method. Each user is assigned a frequency (sub)t
- i.c., a (usually contiguous) part of the

available spec
y done during

‘DMA is usually

ex distance) are

@..n—&hu gﬂi::-né

Power-spectral density

Frequency
Flg. : Principle of Srequency division multiple access

Pure FDMA is conceptually very simple, and has some
advantages for implementation:

¢ The transmitter (Ty) and receiver (Ry) require little
digital signal processing. However, this is not so
important in practice anymore, as the costs for digital
processing are continuously decreasing, .
(Temporal) synchronization is simple. Once
synchronization has been establishéd during the call
setup, it is easy to maintain it by means of a simple
tracking algorithm, as transmission occurs continuously.
#
What are the disadvantages face by FDMA at the
time of it used for speech communications?
£
Ans. Pure FDMA also has significant disadvantages,
especially when used for speéch communications. These
problems arise from spectral clficiency considerations, as
well as from sensitivity to multipath effects:
*  Frequency synchronization and stability are
difficult: For speech communications, each frequency
sub band is quite narrow (typically between 5 and 30
kHz). Local oscillators thus must be very multiple
access and the cellular principle accurate and stable:
Jitters in the carrier ?m::m:nw. result in adjacent
channel interference. High spectral efficiency also
requires the use of very steep filters to extract the
desired signal. Both accurate oscillators and steep
filters are expensive, and thus undesirable. If they are
not admissible, guard bands can be used to mitigate
filter requirements. This. however, reduces the spectral
efficiency of the system.
*  Sensitivity to fading: since each user is assigned a
distinét frequency band, these bands are narrower than
for other multi access methods (compare TDMA,
CDMA) ie., 5 - 30 kHz. For such narrow subbands,
fading is flat in practically all environments. This has
the advantage that no equalization is required; the
drawback is that there is no frequency diversity.
Remember that frequency diversity is mainly provided
by signal components that are more than one channel
coherence bandwidth apart .

Q.7

=

[72]
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difficult) in iy we::re not possible (or more
:l:nmllﬂlh 3 communication can be sent to several users
'WW“S!Y. or several users can set up a conference call
between multiple users of the system “
2.Call priorities: Mular
g g :a n(.:t'rmai cellular system operates on a
1€, Tirst-serve™ basis. Once a call is established, it
cannot be mnterrupted. This is reasonable for cellphone systems,
where the nétwork operator cannot ascertain the imp:)nance
or urgency of a call. However, for the trunk radio system of,
eg, 8 fu:e department, this is not an acceptable procedure.
Notifications u_femergmcics have to go through to the affected
parues, even if that means interrupting an existing, lower
priority el}l. A trunking radio system thus has to enable the
prioritization of calls and has to allow dropping a low-priority
call in favor of a high-priority one.
3.Relay networks: the range of the network can be
extended by using each Mobile Station(MS) as a relay station
for other MSs. Thus, an MS that is out of the coverage region
of the BS might send its informaticn to another MS that is
with in the coverage region, and that MS will forward the
message to the BS; the 3ystem can even use multiple relays
to finally reach the BS. Such an approach increases the
effective coverage area and the reliability of the network.
However, it can only be used in a trunking radio system and
not in a cellular system — normal cellular users would not
want to have 7 spend “their” battery power on relaying

messages for viaer users.
= A
A

.10 in the features of CDMA.,

Ans. The features of CDMA including the foliowing:

e Many users of 8 CDMA system share the same
frequency. Either TDD or FDD may be used.

e  Unlike TDMA or FDMA, CDMA has a soft capacity
Jimit. increasing the Spread Spectrum Multiple Access
aumber of users in a CLIMA system raises the noise
floor in a linear manner. Thus, there is no absolute limit
on the number of users in CDMA. Rather,the system
performance gradually degrades for all users as the
number of users is increased, and improves as the
number of users is decreased.

—{B.Tech. (v Sem.] C.S. Solved Papers)
ar_td usually much less than the channel delay spread.
Since PN sequences have low auto correlation,
multipath which is delayed by more than a chip will
appear as noise. A Rake receiver can be used to
improve reception by collecting time delayed versions
of the required signal.

* Since CDMA yses co-channel cells, il can use
macroscopic spatial diversity to provide soft handoff.
Soft handoff is performed by the MSC, which can
simultaneously monitor a particular user from two or
more base stations. The MSC may choose the best
version of the signal at any time without switching
frequencies.

*  Self-jamming is a problem in CDMA system. Self-
jamming arises from the fact that the spreading
sequences of different users are not exactly orthogonal,
hence in the despreading of a particular PN code, non-
zero contributions to the receiver decision statistic for
a desired user arise from the transmissions of other
users in the system.

e  The near-far problem occurs at 8 CDMA receiver if
an undesired user has a high detected power as
compared to the desired user.

tht.aré the Channel Assignment Strategies in

" Cellular System?

—_————
Ans. There are two channel assignment strategiss in cellular

system.

A. Fixed channel assignment:

1. In fixed channel assignment each cell is permanently
allocated predetermined group of channels. Any call
attempt within cell can only be served by unused
channels in that particular cell.

If all channels are occupied, the call is blocked and
subscriber does not receive service

Borrowing technique where a cell is allowed to borrow

(]

w

channels from a neighbouring cell if all channels are
already occupied is always used with this type of
strategy. Mobile Base station (MSC) monitors the
function of base station including borrowing ensuring
that borrowing does not interfere with any call in

progress in donor cell

- N
P ]

[wirc!nn" U {catl :

allocates a channel to the requested cell following a
algorithm.

3. MSC allocates frequency channels on dynamic basis
if that frequency channel is not presently in use in the
cell or any other cell which falls within the minimum
restricted distance of frequency reuse 10 avoid co-
channel interference.

4 Itreduces chances of blocking which increases trunking
capacity of system as all available channels are

accessible to all cells.

{Wcs)
Interface Testing Strategy

To test an interface with common tests regardless of

implementation, we can use an abstract test case, and then

create concrete instances of the test case for each

implementation of the interface. %

e The base or abstract test case performs the
implementation-neutral tests.

e While the concrete tests take care of instantiating the

object to test and perform any implementation-specific

5. In this MSC has to collect real time data on

occupancy, traffic distribution, radio signal g
indication of all channels on continuous basis, thus
increasing the computational load on MSC.

Q.l;_,%é! is Interface Testing? -~

Ans. Interface Te:lin'g' is performed to evaluate whether
systems or components pass dafa and control correctly to
one another. It is to verify if all the interactions between these
modules are working properly and errors are handled properly.
Interface Testing - Checklist
e Verify that communication between the systems are
, done correctly.
Verify if all supported hardware/software has been
tested.
«  Verifyifall linked documents be supported/opened on
all platforms.
e Verify the security requirements or encryption while
communication happens between systems.
Check if a solution can handle network failures between
website and application server.
Types of Interface Testing
During Interface Testing various types of testing done
on the interface which may include :
«  Workflow: It ensures that the interface engine handles
your standard workflows as expected
Edge cases -unexpected values : This is considered
when testing include date, month and day reversed.
Performance, load, and network testing : A high-
volume interface may require more load testing than a

tests.
- Interface Testing Vs Integration Testing
+ | | Interface Testing Integration Testing

o An integration test type | * Testing performed to
that is concerned with expose defects in the
testing the interfaces interfaces and in the
between components or |  interactions between -
systems integrated components or

—
Q.13 Why do we need to improve wireless bandwidth
availability? Explain the ways to improve wireless
coverage and capacity.
—_—e———eeeeee————————
Ans. Thinking about home environment, work environment
and everywhere in between, you're likely to have mobile
phones, iPads or other tablets, laptops, eReaders,
smartwatches, games consoles, cameras and more as the
Internet of Things expands. Each of these devices may need
at least one connection throughout the day - with some
continually connected.

Asa result of all these connected devices we're seeing
ever-increasing demand for wircless bandwidth. But this
growth in data traffic is placing immense strain on operator’s
networks.

5 Ways To Improve Wireless Coverage and Capacity
(1) Adding Cell Sites

Adding cell sites is an effective but expensive approach
1o addiny capacity. In general adding new real estate is time
consuming and intreasingly prohibitive.

(2) Adding Sectors

B. Dynamic channel assignment:

SRR RN N

Multipath fading may be substantially reduced because

Jow-volume interface, depending on the interface engine

Adding sectors such as changing from 3 sectors to 6

.
the signal is spreadover a large spectrum. If the spread 1.” In dynamic channel assignment strategy, voice channels
spectrum bandwidth is greater than the coherence are not allocated permanently and connectivity infrastructure. A e on
bandwidth of the channel, the inherent frequc.ncy 2. Entire pool of frequency channels lies with MS( and ¢ Indlividunt systeme: i mCIUd.?S. e :acg new cells. However, this does not quite double the capacity
diversity will mitigate the effects of small-scale fading. each time a call request is made, the serving base ,.t,_vstcm individually. For cxamPle, billing sys(.em and | | the “petals” of 6 sector coverage do not interleave as well
o Channel dath rates are very high in CDMA systems. station requests a channel from the MSC. Switch then inventory management system for the retail store | 4 3 gector coverage.
should be able to operate separately.

Consequently, the symbol (chip) duration is very short




Ans. For TDMA, different users transmit not at different

from UMTS (Universal Mobile TebemmmiaﬁmsSym)
to HSDPA (High Speed Downlink Packet Access) that
Mw&mhmhwmmay
{5) Smart Aniennas

in throughput. By “smart antennas” we refer to adaptive
mnﬂsmmmﬂgbmﬁdmm
azimuth control which can follow relatively slow-varying
traffic patterns. As well as 50 called intelligent antennas that
can form beams aimed at particular users or steer nulls to
reduce interference. And finally Muitiple-Input Multiple
Output (MIMO) antenna schemes.

Part-C

plain the term Time Division Multiple

Access(TDMA) and how it is different from FDMA.

_—— g

frequencies but rather at different times. A time unit is
subdivided into N time slots of fixed duration, and each user
is assigned one such time slot. During the assigned timeslot,
the user can transmit with a high data rate (as it can use the
whole system bandwidth); subsequently, it remains silent for
the next N-i time slots, when other users take their turn.
This process is then repeated periodically. At first giance,
this approach has the same performance s FDMA: 2 user
ransmils onfy during 1/N of the available time, but then
occupies N times the bandwidth. However, there are some
= Users occupy a larger bandwidth. This allows them to
cxploit the frequency diversity available within the
bandwidth aliocated to the system; furthermore, the
sensitivity to random FM is redoced.
On: the flipside, equalizers are required to combat Inter
Symibo! Interference (ISI) for most operating
environments; this increases the effort needed for digitz)
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Power-spectrai density

Time

Frequency
Fig. : Principle behind time division multiple access
Temporal guard intervals are required. A TX needs a
finite amount of time to ramp up from 0-W output power
to “full power™ (typically between 100mW and 100 W),
Furthermore, there has to be sufficient guard time to
compensate for the runtime of the signal between the
MS and BS. It is possible that one MS is far away
from the BS, while the one that transmits in the
subsequent time slot is very close to the BS and thus
has negligible runtime. As the signals from the two
users must not overlap at the BS, the second MS must
not transmit during the time it takes the first signal to
propagate to the BS. Note, however, that there is no
need for frequency guard bands, as each user
completely fills up the assigned band.
Each time slot might require a new synchronization
and channel estimation, as transmission is not
continuous. Optimization of time slot duration is a
challenging task. If it is too short, then a large
percentage of the time is used for synchronization and
channel estimates (in GSM, 17% of a time slot are
used for this purpose). If the time slot is too long.
transmission delays become too long (which users find
annoying especiaily for speech communications), and
the channel starts to change during one time slot. In
that case, the equalizer has to track the channei during
transmission of a time slot, which increase simple
mentation effort (this was required, e.g., in the - now
defunct— Interim Standard (1S)-136 cellular standard)
If the time between two time slots assigned tc one
user is larger than coherence time, the channel has
changed between these two time slots, and a new
channel estimate is required.
For interference-limited systems, TDMA has a mzjor
advantage: during its period of inactivity, the MS can
“listen” to transmission on other time slots. This is
zspecially useful for the preparation of handovers from
one BS to another, when the MS has 1o find out whether
a neizhboring BS would offer betier quality, and has
communications channels available.
TDMA is used in the worldwide cellular standard GSM
as well as the cord-less standard DECT (Digital
Enhanced Cordless Telecommunications.

£lg. : How the Global System for Mobile communications (GSA1)
bines time divisi Itiple access with frequency
division multiple access.
In contrast, pure FDMA is used mainiy in analog
cellular and¢ordless systems.

Q.15 What is Code Division Multiple Access? What is its
utilization in spread spectrum? =

Aans. In code division multiple access (CDMA) systems, the
narrow band message signal is multiptied by a very large
bandwidth signal called the spreading signal. The spreading
signal is a pseudo-noise code sequence that has a chip rate
which is orders of magnitudes greater than the data rate of
the message. All users in 2 CDMA system, use the same
carrier frequency and may transmit simultaneously. Each user
has its own pseudo random code word which is approximately
orthogonal to all other code words. The receiver performs a
time correlation operation 1o detect only the specific desired
codeword. All other code words appear as noise due to
correlation. For detection of the message signal, the receiver
needs to know the code word used by the transmitter. Each

user operates independently with no know ledge of the other
users

Time
Fig. : CDMA in which each channel is assigned a unigue PN code
which Is orthogonal te PN codes used by other users.
In CDMA, the power of multiple users at a receiver
determines the noise floor after decorrelation. If the power

~WE11)
of each user within a cell is pot controiled such that they do
not appear equal at the base station receiver, then the near-
far problem occurs. The near-far problem occurs when mamy
mobile users share the same channel. In general, the strongest
received mobile signal will capture the demodulator at a base
station. In CDMA, stronger received signal levels raise the
noise floor at the base station demodulators for the weaker
signals, thereby decreasing the probability that weaker signals
will be received. To overcome the near-far problem, power
control 1s used in most CDMA implementations. Power control
is provided by each base station in a cellular system and
assures that each mobile within the base station coverage
area provides the same signal level to the base station
receiver. This solves the problem of a nearby subscriber over-
powering the base station receiver and drowning out the
signals of faraway subscribers. Power control is implemented
at the base station by rapidty sampling the radio signal strength
indicator (RSSI) levels of each mobile and then sending a
power change command over the forward radio link. Despite
the use of power control within each cell, out-of-cell mobiles
provide interference which is not under the control of the
receiving base station.
Basic Principle behind the Direct Sequence-Spread
Spectrum
The DSSS spreads the signal by multiplying the transmit
signal by a second signal that has a very large bandwidth.
The bandwidth of this total signal is approximately the same
as the bandwidth of the wideband spreading signal. The ratio
of the bandwidth of the new signal 1o that of the original
signal is again known as the spreading factor. As the bandwidth
of the spread signal is large, and the transmit power stays
constant, the power-spectral density of the transmitted signal
is very smali - depending on the spreading factor and the BS
- MS distance. it can lie below the noise power-spectrat
density. This is imporiant in military applications. because
unauthorized listeners cannot determine whether a signal is
being transmitted. Authorized listeners, on the other hand,
can invert the spreading operation and thus recover the narrow
band signal {whose power-spectral density lies considerably
above the noise puwer) shows the block diagram of a DSSS
transmitier. The information sequence (possibly coded) is
multipiied by a broadband signal that was created by
modulating a sinusoidal carrier signal with a spreading
sequence. This can be interpreted alternatively as multiplying
cach information symbol of duration T, by a spreading
|- sequence(l) before modulation. We assume that the spreading
sequence is M. chips long. where each chip has the durstion
Te = Tg/M. As the bandwidth is the inverse of the chip
duration, the bandwidth of the wotal signal is now aiso
W=1/T.=MTi.e., larger than the bandwidth of a parrow
band-modulated signal by a factor M. As we assume that
the spreading operation does not change the total transmit
power, it also implies that the power-spectral density
decreases by a factor M.,
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In the receiver, w now :
g > We now ha ) 2
Operation. This can o ot e spreading

! be achieved by correlatin i

. 0 i g the received

blg::"\;:thh the spreading sequence. This process reverses
spreading, so that after correlation, the desired

signal again has a bandwidth of | Tg. In addition to the desired-

!iirll?;\:’!, the received si_gnal also contains noise, other wideband
- erers, and pos§1bly narrow band interferers. Note that
e e'ﬁ'ec':uve bandwidth of noise and wideband interferers is
nof significantly affected by the despreading operation, while
narrow band interferers are actually spread over a bandwidth
W. As part of despreading, the signal passes through a low-
pass filter ol_' bandwidth B = | /Tg. This leaves the desired
sagnal essc_ntully unchanged, but reduces the power of noise,
wideband interferers, and narrow band interferers by a factor
M_. At the symbol demodulator, DSSS thus has the same
Signal to Noise Ratio (SNR) as a narrow band system: fora
narrow band system, the noise power at the demodulator is
Nofl' s For a DSSS system, the noise power at the receiver
input is No/T.. =Ny M/Tg, which is reduced by narrow band
filtering (by a factor of M_.); thus, at the detector input, it is
Ny/Ts. A similar effect occurs for wideband interference.

Fig. : Block diagram of a direct seq spread-spectrum (7

and receiver

hat are the main concerns for Wireless
communications? Explain the system capacity.

Ans. System Capacity : Wireless communications deal with

at least two main concerns: coverage and capacity.

1. Channel Capacity : One fundamental concept of

information theory is one of channel capacity. or how much
information can be transmitted in a communication channel
In the 1940’s Claude Shannon invented formal
characterization of information theory and derived the well-
known Shannon’s capacity theorem. That theorem applies to
wireless communications. The Shannon capacity equation
gives an upper bound for the capacity in a non-faded channel
with added white Gaussian noisc:

C =Wlog,(1+S/N)

oy

where
C = capacity (bits/s).
W=bandwidth (Hz).
S/N=signal to noise (and interference) ratio

fundamentally important aspects: bandwidth and SNR
2. Cellular Capacity

on implementation and standard choices.
Digital standards deal in their own way with how
deploy and optimize capacity. Most systems are limited

CDMA systems are interference limited, and have tradeo
between capacity, coverage, and other performance metr
(such as dropped call rates or voice quality).

pa[lurn,

TDMA/FDMA Capacity : In digital FDMA syster
capacity improvements mainly come from the voice cod
and elaborate schemes .(such as frequency hopping)

lot of complexity; its value depends greatiy on the signz

TDMA systems combine multiple time slots per channe

decrease reuse factor. The frequency reuse factor hide
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T'hat capacity equation assumes one transmitter and
one receiver, though multiple antennas can be used in diversity
scheme on the receiving side. The formula will be revisited
for multi-antenna systems. The equation singles out two

Practical capacity of many wireless systems are far
from the Shannon’s limit (although recent standards are
coming close to it); and practical capacity is heavily dependent

to
by

channel width, time slots, and voice coding characteristics.

ffs

s

Cellular Analog Capacity : Fairly straight forward, every
voice channel uses a 30 kHz frequency channel, these
frequencies may be reused according to a reuse pattern, the
system is FDMA. The overall capacity simply comes from
the total amount of spectrum, the channel width and the reuse

ns,
ing
to
s a
lto

interference levels acceptable to a given cellular sysiem

CDMA Capacity : A usual capacity equation for CDMA
systems may be fairly easily derived as follows (for the
reverse link): first examine a base station with N mobilc ., its
noise and interference power spectral density dues to all
mobiles in that same cell is [ = (N - 1)Sa, where S 14 the
received power density for each mobile, and a is the voice
activity factor. Other cell interferences 1o are estimated by a
reuse fraction § of the same cell interference level, such that
loe = Ble,: (usual values of  are around 1/2). The total noise
and interference at the base 15 therefore N = 1, ). Mext
assume the mobile signal power density received at the base
station is S = RE /W. Elipinating I,}‘ we derive
W | [
N =l BN, o
b/ N, a1+ &
where

. W is the channel bandwidth (in Hz),

(Wireless C 7 }

T p— ¥

channels in a CDMA frequency channel .

‘cells. (The number 1 + P is sometimes called reuse

R is the user data bit rate (symbol rate in symbol per
second),

E,/N, is the ratio of energy per bit by total noise (usually
given indB E,/N H = 7dB),

a is the voice activity factor (for the reverse link),
typically 0.5,

B is the interference reuse fraction, typically around
0.5, and represents the ratio of interference level from
the cell in consideration by interferences due to other

factor, and 1/(1 + B) reuse efficiency)
This simple equation gives us a number of voice

We can already see some hints of CDMA optimization

- {UO-EF
and investigate certain possible improvement for a 3G system. -
In particular: improving a can be achieved with dim and burst
capabilities, B with interference mitigation and antenna
downtilt considerations, R with vocoder rate, W with wider
band CDMA, E,/N, with better coding and interference
mitigation techniques.

Some aspects however are omitted in this equation
and are required to quantify other capacity improvements
mainly those due to power control, and softer/soft handoff
algorithms.

- Of course other limitations come into play for wireless
systems, such as base station (and mobile) sensitivity, which
may be incorporated into similer formulas; and further
considerations come into play such as: forward power
limitations, channel element blocking, backhaul capacity,
mobility, and handoff.

Qo




DIGITAL SIGNALING
FOR FADING CHANNELS

IMPORTANT QUESTIONS

3

Al

Ans. Windowing: In communication window function is a
mathematical function that is zero valued outside of some

PART-A | chosen interval and is the process of taking a small subset of
7 a larger dataset for processing and analysis.
Q.1 List out the advantages of QPSK. ; ParT-B

Ans. Advantages of QPSK:
(® Lowerror probability
(i) Very good noise immunity h
(i) Carrier power remains constant !

’e Define w4 QPSK Modulation.

Se— erezem

Q.6 Compare the spectral efficiency of MSK and QPSK
with rectangular constituent pulses. Consider
systems with equal bit duration. Compute the out-
of-band energy at 1/Tg, 2/Ty, and 3/Ty

e ————

Ans. /4 QPSK Modulation: In a n/4 QPSK modulation,
signaling points of the modulated signal are selected from
two QPSK constellations which are shifted by n/4 with respect

to each other.

g ) Define PAPR in OFDM? "~

Ans. PAPR: PAPR can be defined as the relation between
the maximum power of a sample in a transmit OFDM syinool

and its average power,

Q4 Why GMSK is preferred for multiuser in cellular
communication?

Ans, It is a simple binary modulation scheme. Premodulation
is done by Gaussian pulse shaping filter, so side lobe levels

are much reduced. GMSK has excellent power efficiency
and spectral efficiency than FSK. For the above reasons

GMSK is preferred for multiuser, cellular communication.

=

Q5 Whatis windowing?

Ans. The power-spectral dJe'nsit):f MSK is given by
cos(2n f Tg)

2
16Ty
1~16 £2T2

Smsk(D = 2
T

whereas, the power-spectral density for QPSK with
rectangular pulses is the same as for ordinary QAM given
by (note that we normalize such that the integral over the
power-spectral density becomes unity):

Sogesk(f) = (1/Tg)(Tg sinc(nfTy))?
where it mu;)tobe noted that Tg = 2T for QPSK. The out-of:
band power is, for MSK and Ty =1, given by

Pou(fy) =2 [ S(f)df
f=f,

]

@ 2
16 [ cos(2n f)
=2| —| ———=| df
‘!'1:2[1—16#)
cos® 2nf
256 f* -32¢2 41

]

df

e s
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" When transmitting any data stream over a delay-dispersive

Fig. : Principle behind orthogonal frequency division multiplexing -
N carriers within a bandwidrh of W

ds. Cyclic Prefix : Let us first define a new base function
for transmission :

w i
g0 uoﬁuTuﬁ_ﬂ@ for -T, <t<Ts

where again W/N is the carrier spacing, and Ty = N/W. The
symbol duration T is now T = Tg + T,,,. This definition of

the base function means that for duration 0 <t <Tg the

i i be easily seen

‘normal”™ OFDM symbol is transmitted. [tcan
substituting in «u“_ that g (t) = g (t + N/W). Therefore,
ww:.:n time —-T_ <t<0, a copy of the last part of the symbol

is transmitted. From linearity, it also follows that the total
signal s{t) transmitted during time -T_ <t < 0 is a copy of
s(t) during the last part, T - T, <t < T. This prepended
signal is called the “cyclic prefix.” )
goﬁ that ”n know what a cyclic prefix is, let us
investigate why it is beneficial in delay-dispersive channels.

~——B.Tech. [V Sem.) C.S. Solved Papers)
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Q.9 Create a Structure of an orthogonal frequency
division multiplexing 1 i chain with cyclic
prefix and one-tap equalization.

Ans. The block diagram of an OFDM system, including the
cyclic prefix, is given in Figure. The original data stream is
S/P converted. Each block of N data symbols is subjected to
an IFFT, and then the last N T /T samples are prepended.
The resulting signal is modulated onto a (single) carrier and
transmitted over a channel, which distorts the signal and adds
noise. At the receiver, the signal is partitioned into blocks.
For each block, the cyclic prefix is stripped off, and the
remainder is subjected to an FFT The resulting samples
(which can be interpreted as the samples in the frequency
domain) are “equalized” by means of one-tap equalization -
i.e., division by the complex channel attenuation — on each
carrier.

transmitted signal with the channel impulse response. The
cyclic prefix converts this linear convolution into a cyclica
convolution.

Fig. : Principle of the cyclic prefix. N_ = NT_/N/W) Is the number
of samples in the cyclic preflx )
During the time -T_ <t<-T_+1 . wheret i
the maximum excess delay of the channel, the received sign:
suffers from “real” Inter Symbol Interference _‘_f
echoes of the last part of the preceding symbol __.:a:.:.c wit
the desired symbol. This .._‘nmc_mi. Slis a:.:.:nmaa ,v
discarding the received signal during this i i,& r:.”__ﬁ
the remainder of the symbol, we have cyclical _mu.. especiall:
it is the last part of the current (not the preceding) _.,‘,3?3
that interferes with the first part of the current symbol. In t

following, we show how can extremely simple mathematical
operation can climinate the effect of such a cyclical
convolution.

e ¥hat 15 the Origin of the Peak-to-Average Ratiy
“==—""Problem. A .

—

Ans. Origin of the Peak-to-Average Ratio Problem :
One of the major problems of OFDM is that the peak amplitude
of the emitted signal can be considerably higher than the
average amplitude. This 1«..5;0.}53@." Ratio (PAR) issue
originates from the fact that an OFDM signal is the
superposition of N sinusoidal signals on different subcarriers.
On average the emitted power is linearly proportional to N.
However, sometimes, the signals on the subcarriers add up
constructively, so that the amplitude of the signal is proportional
to N, and the power thus goes with N2. We can thus anticipate
the (worst case) power PAR to increase linearly with the
number of subcarriers,

We can also look at this issue from a slightly different
point of view: the contributions to the total signal from the
different subcarriers can be viewed as random variables (they
have quasi-random phases, depending on the sampling time
as well as the values of the symbol with which they are
modulated). If the number of subcarriers is large, we can
invoke the central limit theorem to show that the distribution
of the amplitudes pf in-phase components is Gaussian, with a
standard deviation 6 <1//2 (and similarty for the quadrature
components) such that mean power is unity. Since both in-
phase and quadratyre components are Gaussian, the absolute
amplitude is Rayleigh distributed. Knowing the amplitude
distribution, it is easy to compute the probability that the
instantaneous amplitude will lie above a given threshold, and
similarly for power. For example, there is a exp(-10%'%) =
0.019 probability that the peak power is 6dB above the
average power. Note that the Rayleigh distribution can only
be an approximation for the amplitude distribution of OFDM
signals; an actual OFDM signal has a bounded amplitude (N*
amplitude of signal on one subcarrier), while realizations of 2
Rayleigh distribution can take on arbitrarily large values.
Q.12 What are the methods to deal with the Peak-to-

Average Power Ratio (PAPR).

\ns.

I Put a power amplifier into the transmitter that can
amplify linearly up to the possible peak value of the
transmit signal. This is usually not practical, as it
requires expensive and power-consuming class-A
amplifiers. The larger the number of subcarriers N,
the more difficult this solution becomes.

J.m..-d )
2 cs.ggglmg.lﬁ-oﬂﬂ??nt
amplifier characteristics wil] lead 1o distortions in the
output signal. Those nonlinear distortions destroy
orthogonally between subcarriers, and slso lead to
increased out-of-band emissions (spectral regrowth -
similar to third-order wiﬂ.gg«lug!lna
that the vasﬂoawﬂ&gﬁnelgg.l&r
increased). The first effect increases the BER of the
desired signal, while the latter effect cauges
interference to other users and thus decreases the
cellular capacity of an OFDM systemn. This mesns
that in order 10 have constant adjacent chanmel
interference we can trade off power amplifier
performance against spectral ¢fficiency (note that
increased carrier separation decreases speciral
efficiency).
3. Use PAR reduction technigues.

Part-C

Vit unai.ﬁn&.ggns and x4
Differential Quadrature-Phase Skift Keying.
e
Ans. Quadrature-Phase Shift Keying : A Quadrature-
Phase Shift Keying (QPSK)-modulated signal is a PAM
gasn&gga_gvﬂggwgsgr
Eﬁgiaﬁﬁgg?ﬂiﬂ_g
stream is split into two streams, b,, and b, :

U:H-un.

#N.HFE&M
Shrgiuﬁ_;ﬂmaﬂninniwgﬁuum&nﬂi
data stream:

RS = /TS =RB2 = 1{2TB)
Letus mﬁgmﬁﬂﬁnugggv&
are rectangular pulses g(ti=gR(1, TS).
;Bingaﬁggﬁoéﬂé
a phase modulation or as 2 PAM. We first define rwe
sequences of pulses :

Pin()= ¥ bl g(t-iTe) =i, + g1 |
= ]

P2p(t)= 3 b2g(t~iTy)=b2, » g1}

i

When interpreting QPSK as a PAM, the banitpass
signal reads

seel) = JEq {Talploftycos[2xf t] - p2o (1) sin{2=f 13

channel, the arriving signal is the linear convolution of the

e
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Normalization is done in such a way that the energy

within one symbol interval is f’ sgp(t)’dt = 2Eg, where E
is the energy expended on transmission of a bit.

1 _] -
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Flg. : Data streams of in-phase and quadrature-phase components in
gquadrature-phase shift keying.
The baseband signal is

sp(t) =[plp(t)+ jp2p()lYEp /Ty

When interpreting QPSK as a phase modulation, the

low-pass signal can be written as ,/2 Eg /Ty exp(jPg(t))

Dq(t) = “-[%-on(t) = %-Plb(t)-Pzn(t)]

It is obvious from this representation that the signal is
constant envelope, except for the transitions at t = iTg

JE

o i
}

Flg. : Signal space diagram of quadrature-phase shift keying.
. n/4-Differential Quadrature-Phase Shift Keying

Even though QPSK is nominally a constant envelope
. format, it has amplitude dips at bit transitions; this can also be
seen by the fact that the trajectories in the I — Q diagram
ppass through the origin for some of the bit transitions.
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Fig. : Normalized power-spectral density of quadrature-phase shift
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Fig. : Quadrature amplitude modulation pulse sequence

The duration of the dips is longer when non-rectangulai
basis pulses are used. Such variations of the signal envelope
are undesirable, because they make the design of suitable
amplifiers more difficult. One possibility for reducing these
problems lies in the use of w/4-DQPSK (n/4 differential
quadrature-phase shift keying). This modulation format hac
great importance for second-generation cellphones — it wat
used in several American standards (IS-54, 1S-136, PWT)
as well as the Japanese cellphone (JDC) and cordless (PHS
standards, and the European trunk radio standard (TETRA)

Q.14 Explain the working and need of Minimum SIE{
Keying.

Ans. Minimum Shift Keying(MSK) is one of the mos
important modulation formats for wireless communications

However, it can be interpreted in different ways, which lead
to considerable confusion:

I, The first interpretation is as CPFSK with a modulatios
index:

Bog = 0.5, £,y = 14T

This implies that the phase changes by +r/2 during
1-bit duration .
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Fig. : Gausslan minimum shift keying power-spectral density (from
simulations)

/\Eb‘xplain the Structure of Wireless communication
link.

Ans. Structure of Wireless Communication Link : The
structure of wireless communication link in wireless
operations permit services like long-range communications
which are impossible or impractical to implement with the
wires usage in communication. This term is commonly used
in the telecommunication industry in reference to
telecommunications systems like (e.g. are radio transmitters
and receivers and remote controls etc.) which use some form
of the energy like (e.g. are radio waves and the acoustic
energy, etc.) which is used to transfer information without
the usage of wires. The information is then transferred in this
manner over both short and long distances.

Transceiver Block Diagram Structure : Each of the
gigabit transceiver block has a clock multiplier unit CMU
which provides clocking flexibility and supports a range of
incoming data streams. In each CMU two transmitter phase-
locked loops that is PLLs which generates the required clock
frequencies that is based upon the synthesis of an input
reference clock.In each transmitter PLL supports all
multiplication factors to allow the use of various input clock
frequencies during transmission. Both of the transmitter’s
- PLLs are identical for which they support data ranges from
600 Mbps to 6.375 Gbps data transfer. But however each
PLL is configured to support different data rates where each
transmitter PLL drives four channels. During PIPE x8 mode
the transmitter PLL of the master transceiver block drives
upto eight channels where CMU block is active both in

§ingle- and double-width modes and is powered off when not
in use,

T T
The Simplified models of wireless communication lin

Equivalent " y Digital
el ime-discretg Bascban - Decision data
D%la & l\[jl:'Jsdel:‘l:il({)jl'$ '"E:\f.l;;?s '—"5 Demodulator link
e channel
i " . di lDﬂon
Fig. : Mathematical link model for the analysis of modula
formats

This is often preferable to have simplified models for

wireless communication links. Moreover the analog rac'i{:g
channels with the downconverters, upco_nyerters.dd d
elements and noise interfere the signal_s and it is t'hel_'l a Tz
to time discrete low pass channel .dunng transml'ssu)ni. th:
other simplified models use a digital reprt?sentatlon 0
channel suitable for the analysis of the godmg scheme.' _
The Modulation Formats : The most simple modulauor.l is
binary modulation where +1 bit value is mapped to one specific
wave form while a —1 bit value is mapped to'a different wave
form. During choosing of a modulation wave ‘fommt in
wireless system the ultimate goal is to tran'smlt with certain
energy as much as information can transmit over a chann,g.].

T
1 OSIZ‘RfIS(I—CI)TT’

.(1- sin[%(l 2nf |-3rm (- a)—;-slhﬂs(l +a)71;—

(l+u)$s]2:f]

G (f,a,T) =

(=R S

the spectrum of raised cosine pulse is :
1

T.GNO(f,a, T)exp(—jrf T,)
f o
-
4

Structure of a Demodulator

The single chip QAM demodulator with low
Implemenation loss is a :

= Double Loop AGC for optimum usage of the A/D
Converter.

- Thedelay in half Nyquist filter and equaliser require
double carrier recovery loop structure to achieve high
performance on phase noise and microphonics.

—  Theadaptive equaliser LE/MSE or * LE/ZF preferred
for QAM with M£64* DFE/MSE required for QAM

Gy(f,a,T) =

with M>64.

uaQ
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an:spcciﬁc 1. Ans. Signal copies may undergo different attenuation,
erent wave A distortions, delays and phase shifts in the signal.
format in 1 PART- The aim of microdiversity is to calculate the system
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)X ualizer and Adaptive equalization? Q.4 What are the factors used in adaptive algorithms?
T . P
s Ans Equalizer : Equalizers are RX structures that work | Aps
both ways: they reduce or eliminate ISI, and at the same e Rate of convergence
time e?(ploit d.ic Qe!ny diversity iﬁnherent in th.c chsjmnel.' The e Maladjustments
ppemtu_onal prmc_ap!e of an equalizer can bfe visualized either | omputational complexity
in the time domain or the frequency domain. e ;
Adaptive Equalization : The problem of time variance is " g N
) solved by repeating the transmission of the training sequence lQ/ﬁ Lﬁf_t_he benefl H Y RAKE receiver? \5~
at “sufficiently short” time intervals, so that the equalizer can | e s
be adapted to the channel state at regular intervals, The Ans. Reduces the mul-tlpath mter:ferencc by combining direct
: concept is thus known as “adaptive equalization.” and reflected signals in the receiver.
ow i
\/D Q2 Whati cro diversity? Depending on the spatial ParT-B
sgree of freedom (DoF) of the system what the J
e user may transmit or receive? -
gh TR e o ,
Ans. Macro Diversity : Macro diversity is a kind of diversity | Q.6 Explain the mathematical implementation of linear
ed in space scheme using several receiver antennas and/or : equqlizers.
M transmitter antennas for transferring the same signal to =
distances where the distance between is much longer than | Ans. Mathematical Implementation of Linear Equalizers :
the signal’s wavelength. Linear equalizers are simple linear filter structures that try to
! Depending on the spatial degree of freedom (DoF) of | invert the channel in the sense that the product of the transfer
the system user may transmit or receive multiple independent | functions of channel and equalizer fulfills a certain criterion.
data streams to/from BS in the same time and frequency | This criterion can either be achieving a completely flat transfer
resource. function of the channel — filter concatenation, or minimizing
the mean-squared error at the filter output.
Q.3 During coping if the signal what are the distortions? ’ K
What is the main aim of microdiversity? ¢, = Z enli_n
n=-K
s i s st
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that should be “as close as possible” to the sequence
{¢.}. Defining the deviation € as
e, =¢,-§
we aim to find a filter so that
g€, =0forN, =0
which gives the ZF equalizer, or that
E{lef'} — min for N having a finite value
wlndagwmﬂuMmmmm Mean Square Error (MMSE)
equalizer.

-
——
L]

Fig. I : Linear equalizer in the time domain
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Fig. 3 : Structure of a linear transversal filter.
that z* represents a delay by one sample.

\Q m is Least Mean Square Algorithm? §\# .

Ans. Least Mean Square Algorithm : The LMS alguiﬁm,
also known as the stochastic gradient method, consists of the
ﬁlbwngstepr

Initialize the weights with values e,

2. With this value, compute an npprox.lmax.ion for the
gradient of the MSE. The true gradient cannot be
computed, because it is an expected value, Rather, we
are using an estimate for R and P - namely, their
instantaneous realizations:

. T
RI =!Jlua

Py =upe,
where subscript n indexes the iterations. The gradient
is estimated as
v, =-2B, +2R e,

3. We next compute an updated estimate of the weight
vector ¢ by adjusting weights in the direction of the
negative gradient:

ass = Cp _pv:
where u is a user-defined parameter that defermines
convergence and residual error.
4. Ifthe stop criterion is fulfilled e.g., the relative change

in weight vector falls below a predefined threshold ~
the ulgomhm has converged. Otherwise, we return to
step 2.
It can be shown that the LMS algorithm converges if
A
0<pu< lm
Here A___ is the largest eigen value of the correlation
matrix R. The problem is that we do not known this cigen
value (computing it requires larger computational effort than
inverting the correlation matrix). We thus have to guess values
for p. If p is too large, we obtain faster convergence, but the
algorithm might sometimes diverge. If we choose p too small,
then convergence is very probable, but slow. Generally,
convergence speed depends on the condition number of the
correlation matrix (i.e., the ratio of largest to smallest eigen
value): the larger the condition number, the slower the
convergence f the LMS algorithm.

‘ 8) Fﬁm; is the existence of Zero-Forcing Equalizer in
filur Egqualizer?

Ans. Zero-Forcing Equalizer : The ZF equalizer can be
interpreted in the frequency domain as enforcing a completely
flat (constant) transfer function of the combination of channel
and equalizer by choosing the equalizer transfer function as
E(z)=1/F(z). In the time domain, this can be interpreted as
minimizing the maximum ISI (peak distortion criterion).

The ZF equalizer is optimum for elimination of IS].
However, channels also add noise, which is amplified by the
equalizer. At frequencies where the transfer function of the
channel attains small values, the equalizer has a strong
amplification, and thus also amplifies the noise. As a
consequence, the noise power at the detector input is larger
than for the case without an equalizer.

indormation  Channel Hose Equatzer  'gometon
3—— L o
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Flg. (a) lliustration of nolse enhancement in vero-forcing equlizer
(®) which is mitigated in an MMSE linear equilizer
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The Fourier transform = (¢**™) of the sample ACF

z isrelatedto = = ("), the Fourier transform of (1), as

The noise power at the detector is

T
=Noo* Ir
2T

1
dw
E(CNT’ )

2
On-LE-ZF

1t is finite only if the spectral density = has no (or only
integrable) singularities.
e ——
Q.9 How to calculate error probability in fading
channels?

Ans. Error Probability in Fading Channels : For AWGN
channels, the advantages of the alternative representation of
the Q-function are rather limited. They allow a simpler
formulation for higher order modulation formats, but do not
exhibit significant advantages for the modulation formats that
are mostly used in practice. The real advantage emerges when
we apply this description method as the basis for computations
of the BER in fading channels. We find that we have to
average over the pdf of the SNR pdf (v), as described in Eq

BER = |Pdf gz (yB)BER(YB),

We have now seen that the allernative representation of the
Q-funcrion allows us to write the SER (for a given SNR) in

the generic form

SER(Y) J"\_!'i.unc\p(-\ f,(6))d8 '
Thus, the average SER becomes
‘\I_I: = | pd f (Y)SER(y) dv
J‘l pdt (y \j‘“i f (D) exp(—y r_.u'\\\!t‘ dy
-0 .
_IH I,u'»l] pd £ (yyexp(-y £, (O)dy dO
Let us now have a closer look at the inner mtegral

_|. pd O dexpl-y £ (0))dy

We find that it is the moment-generating function of
pdi (y), evaluated at the point - [,(0). Remember (see also,
¢y, Papoulis [1991]) that the moment-generating function is
defined as the Laplace transtform of the pdf of y

s=0:

M (s) = [, paf,(nexp(y ) d1
and the mean SNR is the first derivative, evaluated at

_ _dM, ()]
T ds

Summarizing, the average SER can be computed as

SER = |, fi(OM, (-£2(8))d0
The next step is then finding the motnml—generalmg

function of the distribution of the SNR. Without going into
the details of the derivations, we find that for a Raylefgh
distribution of the signal amplitude, the moment generating
function of the SNR distribution is

=
M(s) =——
1-sY

for a Rice distribution it is

M(s) = —exp

f K,s7
E_ 1+K, - 57 -

and for a Nakagam: distnbution with parameter m:
\-m

M(s) = (=31
L m)

Q.10) Draw a block diagram of Rake Receiver

'\!\b.
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_ When combini
receiver we haye

Y ake =Y) * . Y
Ingers are effectively

the joint pdf of B (i vy) = £, (v f,, (va)

BER = [dripdf, [dy,pd f,, (v,)...[dv,pd f, (1e)

/2 Nl
jo" “dof, {G)Qexp(ﬁkfz(ﬂ))
221 4 yor
=Io x !:;[fn f,, (n )3( sze)dn‘ d8

4
=J.oﬂzlnMn(' : ]de

T =l Si1129
i 21445 sin?(9)
Thus, SER ={" - ————— [d@
f vrkr} sin?(0) +7,

For the same transmit SNR 71, =28.75, we then get:

Eﬁ _J‘Kfz 1 sin29 sinzﬂ
0 msin0+ ¥y sin®0+0.33 Yy
sin’ 6 sin? @
sin?@+0.1%Fpy sin® 0+0.072py

=9.9 x40

do you understand ai:ggr_s%’_ Explain the
acro and Micro Diversily—$——=~. 7

M-I-"—
Ans. Diversity : In the field of wireless communication
channel ,Macro diversity is a kind of diversity in

space scheme using several receiver antennas and/or
transmitter antennas for transferring the same signal to
distances. The distance between the transmitters is much
longer than the signal’s wavelength,

ieved. As can be
nel is

In a cellular network macro-diversity implies that the

antennas are typically situated in different BS sites or AP,

Receiver macro-diversity is a form of combining antenna and
requires an infrastructure that mediates the signals from the

)de

local antennas or receivers to a central receiver or central
decoder. Transmitter macro-diversity is a form of
simulcasting and where the same signal is sent from several

nodes to the destined nodes. If the signals are sent over the

—

)P

same physical channel i.e.the channel frqquency and
spreading sequence, the transmitters are said to form a

network with single frequency- a term which is used
especially in the broadcasting world.

ng the signals as done in the Rake

energy., only four Rake
1sed. If they , ..., ¥, are independent,

|Wtr|hu0mn i uanlL

The aim is for combating fading and to increase the
received signal strength and signal quality in exposed positions
in between the BS or AP. Macro diversity also facilitates
efficient broadcasing and muiticasting services and where
the same frequency channel can be used for all transmitters
sending the same information to the destination nodes, The
diversity scheme can be based on transmitter (downlink)
macro-diversity and/or receiver (uplink) macro-diversity.

The Forms of Macrodiversity

Vertical
Polarized

Polarized
_Spacg Pattern Polarization
Diversity Diversity Diversity
Fi,

8.

The baseline form of macrodiversity is called as single-
user macradiversity, In this form a single user which may
have multiple antennas can communicate with several BS.
Therefore, depending on the spatial degree of freedom (DoF)
of the system user may transmit or receive multiple
independent data streams to/from BS in the same time and
frequency resource of the signal while communication.

Single-user macrodiversity can be :

=1 Uplink macrodiversity
2. Downlink macrodiversity

The next more advanced form of macrodiversity in
which multiple distributed users communicate with multiple
distributed base stations in the same time and frequency
resource while communication. This type of configuration has
been shown to utilize available spatial DoF optimally that
increasing the cellular system capacity and user capacity
considerably.

Multi-user macrodiversity can be :

. Macrodiversity multiple access channel (MAC)
2. Macrodiversity broadcast channel
Mathematical Description of Macro Diversity

Representation

Fig.
The macrodiversity multi-user MIMO uplink
communication system considered here includes N distributed
single antenna users with n_ distributed single antenna BS.

Following i : wcC.2s

I\: lh:gmg is the well established narrow band flat fading
MU system model whose § . =

givenas: S Input-output relationship can be

Yy =Hx+n
Diversity Gain : In wireless Sommunication system
diversity gain is the increase in signal-to-interference ntit;
due o some diverse schemes j.e. or how much the

loss Tactor. Diversity
and sometimes as a power
off gain in a system. For

gain is usually expressed in dB
ratio. An example is soft hand
combining selection N signals are received and the strongest
signal is selected. When the N signals are independent and
distributed, the expected diversity gain has been shown to be

Ny
as ZIE’ expressed as a power ratio,
k=

Microdiversity : Here we focus on a MIMO system that
uses nT transmitting and nR receiving antenna elements, ina
micro-diversity scenario. The aim here is to calculate the
system capacity. This computation is based on the propagation
model, and on the signal and noise variances as given by the
RFFE model. Under the classical assumptions made by
Foschini , the SNR is the same on all receiver branches, and

is expressed as: SNR=P/N, where P is the average received
power on each branch. This is the "standard” model. Here,
the extension of the single antenna RFFE model described in
section 3 to the MIMO case puts into question these
assumptions, and leads to a modified relation between
the SNR at the output of the RFFE block and the received
power on a given receiver antenna. This new relationship
also depends on the way the multi-antenna front-end is
designed, in terms of number of analog RFFE blocks and in
terms of AGC strategies. In any case, the resulting SNR
versus received pbwer relation affects capacity.

Fading Signal : In a typical wireless communication
environment multiple propagation paths often exist from a
transmitter 1o a receiver because of scattering by different
objects in the communication. The signal copies following
different paths may undergo different attenuation, distortions,
delays and phase shifts in the signal. Constructive and
destructive interference can occur at the receiver end of the
destination. When the destructive interference occurs the
signal power can be significantly lowered. This phenomenon
is called as fading. The performance of a system (in terms of
probability of error) can be severely degraded by f‘adi:ng
phenomenon. Very often especially in mobile communication
systems not only do multiple propagation path's ex'.ist and they
are also time-varying. The result is a system with time-varying
fading channel. Communication through these channels may
be dificult. Special techniques can be required to achieve
satisfactory performance.
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Parameters of Fading Channels : The general time varying

fading channel model is too compl
and performance analysis of w
channels. Fortunately many practi
be adequately approximated by the wide-sense

uncorrelated scattering (WSSUS) model i.e. model [2,3].In

varying fading process is
stationary random process
and the signal copies from the scattering by different objects

the WSSUS model the time-
assumed to be a wide-sense

are assumed to be independent on their own.

Ve ‘ E f?’m{ is the reason of choesing Non-linear Lyualizer
in

Place of Linear Equalizer? Explain Non-Linear

>
-

Egqualizer.

Ans. Non-linear equalizers are used in applications where
the channel distortion is to severe for a linear equalizer to

mitigate the effect of channel impairments. The r

choosing non-linear equalizers over linear equalizer is that
the latter’s performance in channel that exhibit nulls is not
effective. Noise enhancement in these regions and long
impulse response are a problem. The basic reason for this
problem is that in linear filtering and noise are processed

together, causing noise enhancement problem.

Based upon the “importance, the noise-linear are

classified as:
1. Decision Feedback Equalizer (DFE},

2. Maximum Likelihood Sequence Estimation (MLSE).

1. Decision Feedback Equalizer : A decision feedback
equalizer is a simple non-linear equalizer, particularly u_seful
for channel with severe amplitude distortion. DFE consist of
a feed forward filter (FFF) and feedback filter (FBF). The

fig. shows the block diagram of decision feedback eq

The feed forward section is nothing but a linear equalizer
whose output is given to the decision device. The feedback

ectionisdriven by the output of the decision device.

s
e

ex for the understanding
ireless communication
cal wireless channels can

stationary

eason for

ualizer.
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Fig. : Block diagram of decision Jeedback equilizer
The basjcidea behind DFE is that once we have
detected information symbol a decided upon, the IS that
induces on tgg future symbols can be estimated an subtracted
quent symbols. The minimum

mean squared error that a decision feedback equalizer can

achieve is:

/T

Efle(n)] = ekp{l [ |n{—__TN° -

2 o LFEET)E 4Ny
The minimum mean squared error of decision feedback
equalizer is smaller than that of a linear equalizer.
2. Maximum Likelihood Sequence Estimation : A DFE
1S not an optimum equalizer because it just outmatches the
linear equalizer. MLSE gives optimum performance as it tests
all the possible data sequences and choose that data as output
which has the maximum probability. MLSE as an equalizer
was first proposed by Forney [For78] in which he setup a
basic estimator structure and implement it with Viterbi
algorithm. However, the computational complexity of an
MLSE increases with large delay spread and signal
constellation size. The number of states of the Viterbi decoder
is expressed as LM, where M is the number of symbols in
constellation, and L is the channel-speed length. The block
diagram of MLSE receiver based on DFE is shown in fig
The MLSE is optimal in the sense that it minimized the
probability of a sequence error.
. Channel :
Estimated Data
Sequence {a, }

Fig. : Block diagram of MLSE
The MLSE requires the knowledge of :

1. The channel characteristics in order to compute the
metrics for making decisions.
2.  The statistical distribution of the noise corrupting the
signal. A
i Qaa

’( Q1 What does Spatial Multiplexing (SM) mean?
- PN

(Wireless c

{wc.27]
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IMPORTANT QuUESTIONS

Q.3 Why preprocessing called “coding™?

—

Ans. Spatial Multiplexing (SM) : Spatial multiplexing is a
MIMO wireless protocol that sends separate data signals or
sireams between antenna to enhance wireless signal
performance or functionality. It is a type of “spatial diversity”
and an engineering trick that helps to increase the possibilities
for various types of end-to-end transmission,

In spatial multiplexing, multipath propagation involves
multiple-input/multiple-output or MIMO wireless technology
setups — the transmit stations use multiple transmit and receive
antennas to produce sophisticated signal results. A wireless
access point uses multiple radios Lo enable more than one
unique data stream o go between the transmitter and receiver.

I'his increases throughput and is a common technique in order
to Innovate with wireless setups.

Q.2 What do you understand by Precoding?

Ans. Precoding is a technique which exploits transmit diversity
by weighting the information stream, i.¢. the transmitter sends
the coded information to the receiver to achieve pre-
knowledge of the channel. The receiverisa simple detector,
such as a matched filter. and does not have to know the
channel state information. This technique will reduce the
corrupted effect of the communication channel. To prevent
a potential misunderstanding here, precoding does not cancel
out the impact of the channel, but it aligns the vector containing
the transmit symbols (i.e. transmit vector) with the eigen
veetor(s) of the channel. In simple terms, it transforms the
transmit symbols’ vector in such a way that the vector reaches

the receiver in the strongest form that is possible in the given
* channel.

—_——
Ans. It is a preprocessing technique that performs transmit.
diversity and it is similar to equalization, butthe main difference
is that you have to optimize the precoder with a decoder.
Channel equalization aims to minimize channel errors, but
the precoder aims to minimize the error in the receiver output.

Q:t/Be’ﬁne antenna diversity. \__-

—————
Aus. Antenna diversity is a transmission method using more
than one antenna 1o receiver or transmits signals along

different propagation paths to compensate for multipath
interferences.

e e

Qs _,D;m the structure of MIMO system model.

Ans.

——

e ——————————

Q.6 Distinguish ergodic capacity and outage capacity
of a flat fading channel?

Ans. Ergodic capacity is the expected value of the capacity
taken over all realization of the channel. Outage capacity is
the minimum transmission rate that is achieved over a certain
fraction of time.
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R
Q7 Define capacity of a fading channel,

A?_a. Chn.nnel capacny repents the fundamental limitation for
intormation transmission over any communication channel.

ParT-B

Ans. MIMO : MIMO {multiple input, multiple output) is an
antenna technology for wireless communications in which
multiple antennas are used at both the source (transmitter)
and the destination (receiver). The antennas at each end of
the communications circuit are combined to minimize errors
and optimize data speed. MIMO is one of several forms of
smart antenna technology, the others being MISO (multiple
input, single output) and SIMO (single input, multiple output).
In conventional wireless communications, a single
antenna is used at the source, and another single antenna is
used at the destination. In some cases, this gives rise to
problems with multipath effects. When an electromagnetic
field (EM field) is met with obstructions such as hills, canyons,
buildings, and utility wires, the wave fronts are scattered,
and thus they take many paths to reach the destination. The
late arrival of scattered portions of the signal causes problems
* such as " iing, cut-out(cliffeffect), and intenmittent reception
(picket fencing). In digital communications systems such as
wirgless Internet, it can cause a reduction in data speed and
an increase in the number of errors. The use of two or more
antennas, along with the transmission of multiple signals {one
for each antenna) at the source and the destination, eliminates
the trouble caused by muitipath wave propagation, and can
even take advantage of this effect.

MIMO technology has aroused interest because of its
possible applications in digital television (DTV), wireless local
area networks (WLANs), metropelitan area networks
(MANSs), and mobile communications.

w and

e

is the relation fetween Shannon's
fO spatial multiplexing

Ans. As with many areas of science, there are theorctic'al
boundaries, beyond which it is not possible to proceed. This
is true for the amount of data that can be passed along a
specific channel in the presence of noise. The law that governs
this is called Shannon’s Law, named after the man who
formulated it 7This is particolarly important because MIMO

——{(B.Tech. (V Sem) C.5. Solved Pap: rs)
law. but increasing data rates beyond those possible on a
single channel without its use.

Shannon’s law defines the maximum rate at which error
free data can be transmitted over a given bandwidth in the
presence of noise. It is usually expressed in the form:

C=w log,(1 + S/N )

Where C is the channel capacity in bits per second. W
is the bandwidth in Hertz, and S/N is the SNR (Signal to
Noise Ratio).

From this it can be seen that there is an ultimate limit
on the capacity of a channel with a given bandwidth. However
before this point is reached, the capacity is also limited by the
signal to noise ratio of the received signal

Inview of these limits many decisions nged to be made
about the way in which a transmission is made. The
modulation scheme can play a major part in this. The channel

schemes, but these require a better signal to noise ratio than
the lower order modulation schemes. Thus a balance exists
between the data rate and the allowable error rate, signal to
noise ratio and power that can be transmitted

While some improvements can be made in terms of
optimizing the modulation scheme and improving the signal
to noise ratio, these improvements are not always easy or
cheap and they are invariably a compromise, balancing the
various factors involved. It is therefore necessary to look at
other ways of improving the data throughput for individual
channels. MIMO is one way in which wireless
communications can be improved and as a result it is receiving
a considerublegegree of interest

-

E 10 Eow the Marthematical MIMO spatial muitiplexing.

Ans. MIMO Spatial Multiplexing : To take advaniage of
the additional throughput capability, MIMO utilises several
sets of antennas. In many MIMO systems, just two are used,
but there is no reason why further antennas cannot be
employed and this increases the throughput. In any case for
MIMO spatial multiplexing the number of receive antennas
must be equal to or greater than the number of transmit
antennas.

To take advantage of thc additional throughput offered,
MIMO wireless systems utilisc a matrix mathematical
approach. Data streams t,, t,, . tn can be transmitted from
antennas 1, 2, . . . n. Then there are a variety of paths that
can be used with each path having different channel properties.
To enable the receiver to be able to differentiate between
the different data streams it is necessary to use. These can
be represented by the properties h,,. travelling from transmit
antenna one te receive antenna 2 and so forth. In this way
for a three transmit, three receive antenna system a matrix

can be set up:

wireless technelogy provides a method not of breaking the

e

capacity can be increased by using higher order modulation .

(Wireless C. ication j—

@)

R A
Ty = bttty v by
N RECTU R Y
Where r, = signal received at antenna 1,1, is the signal
received at antenna 2 and so forth,
In matrix format this can be represented as:

:
Q.12 What is the difference between Transmister

Diversity with Channel State Information and
Transmitter Diversity withour Channel State
Information?

(R} = [H] = [T]

To recover the transmitted data-stream at the receiver
itis necessary to perform a considerable amount of signal
processing. First the MIMO system decoder must estimate
the individual channel transfer characteristic hIJ to determine

_ the channel transfer matrix. Once all of this has been
estimated, then the matrix [H) has been produced and the
transmitted data streams can be reconstructed by multiplying
the received vector with the inverse of the transfer matrix.

{T] = (H]"" = [R]

This process can be likened to the solving of a set of N
linear simultaneous equations to reveal the values of N
variables. .

Inreality the situation is a little more difficult than this
as propagation is never quite this straightforward, and in
addition to this each variable consists of an ongoing data
stream, this nevertheless demonstrates the basic principle
behind MIMO wireless systems.

ar is the Objective of Benmfarmipé

Ans. Beamforming : The objective-of beamforming is to
use multiple antennas to form beams, increasing the SINR,
and thereby the throughput, to a receiver. Wireless InSite
currently supports two methods for beamforming:
*  Maximum Ratio Transmission (MRT): maximizes the
beam (adaptively) between T, and R points

»  Precoding Tables: Allows a user to define tabulated
beams, supporting a number of approaches (codebooks,

etc.) that allow for selection from predefined beams.

MRT uses inforiaation about the chanilel between the
transmitter and receiver antennas 1o form an optimum beam
to the receiver. In practice, this technique would typicaily be
used fora time-division-duplexing (TDD) system, in which
the uplink and downlink share the same band, allowing the
receiver 1o send a pilot signal that can be used by the base
stations to adaptively form this optimum beam.
Wireless InSite’s precoding tables are more general
purpose in nature. A user can define multiple sets of
predefined beamforming weights, and Wireless InSite will
evaluate the different weightings and choose il . strongest
beam to each receiver point. This simulates a MIMO base
station that has predefined beams (e.g., codebooks). and uses
one of a variety of methods to determine the best to use for
a given channel.

Ans. Transmitter Diversity with Channel State
Information : The first situation we analyze is the case where
the T_knows the channel perfectly. This knowledge might
be obtained from feedback from the R, or from reciprocity
principles. There is a complete equivalence between transmit
diversity and receive diversity. In other words, the optimum
transmission scheme linearly weights signals transmitzed from
different antenna elements with the complex conjugates of

the channel transfer functions from the transmit antenna
elements to the single receive antenna. This approach is
known as maximum ratio transmission.

Transmitter Diversity Without Channel State
Information : In many cases, Channel State Information
(CSDis not available at the T,. We then cannot simply transmit
weighted copies of the same signal from different transmit
antennas, because we cannot know how they would add up
at the R It is equally likely for the addition of different
components to be constructive or destructive; in other words,
we would just be adding up MPCs with random phases, which
results in Rayleigh fading. We thus cannot gain any diversity
(or beamforming). In order to give benefits, transmission of
the signals from different antenna elements has to be done is
such a way that it allows the R, to distinguish different
transmitted signal components. One way is delay diversity.
In this scheme, signals transmitted from different antenna
elements are delayed copies of the same signal. This makes
sure that the effective impulse response is delay dispersive,
even if the channel itself is flat fading. So, in a flat-fading
channel, we transmit data streams with a delay of | symbai
duration (relative to preceding antennas) from each of the
transmit antennas. The effective impulse response of the
channel then becomes

N,
h(t) :—J%‘_TZh,,&(hnT,) =

n=1

where the h are gains from the n™ transmit antenna 1o the
receive antenna, and the impulse response has been
normalized so that total transmit power is independent of the
number of antenna elements. The signals from different
transmit antennas to the R act effectively as delayed MPCs.
If antenna elements are spaced sufficiently far apart, these
coefficients fade independently.

Ifthe channel from a single transmit antensa to the R,
is already delay dispersive, then the scheme stilt warks, but
care has to be taken in the choice of delays for different
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_ capacity formula used depends on the assumptions about

_ capacity with perfect transmitter and receiver CSI is bigger
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antenna elements. The delay between signals transmitted
from different antenna elements should be at least as large
as the maximum excess delay of the channel.

is Beamforming? How Precoding use in Multk
Antenna Communication.

_————————
Ans. Precoding is a generalization of beamforming to support
multi-stream (or multi-layer) transmission in multi-antenna
wireless communications. In conventional single-stream
beamforming, the same signal is emitted from each of the
transmit antennas with appropriate weighting (phase and gain)
such that the signal power is maximized at the receiver output.
When the recéiver has multiple antennas, single-stream
beamforming cannot simultaneously maximize the signal level
at all of the receive antennas. In order to maximize the
p throud:put in _multipic receive antenna systems, multi-stream
transmission is generally required.
In point-to-point systems, precoding means that
/ /' multiple data streams are emitted from the transmit antennas

link throughput is maximized at the receiver output. In multi-
user MIMO, the data streams are intended for different users
(known as SDMA) and some measure of the total throughput
(e.g., the sum performance or max-min fairness) is
maximized. In point-to-point systems, some of the benefits
of precoding can be realized without requiring channel state
information at the transmitter, while such information is
essential to handle the inter-user interference in multi-user
systems.Precoding in the downlink of cellular networks,
known as network MIMO or coordinated multipoint (CoMP),
is a generalized form of multi-user MIMO that can be
analyzed by the same mathematical techniques.

§:: ﬁm’ is the Capacity with Receiver Diversity?

Aps. Receiver Diversity : Receiver diversity is a well
known technique to improve the performance of wireless
communications in fading channels. The main advantage of
receiver diversity is that it mitigates the fluctuations due to
fading so that the channel appears more like an AWGN
*channel. Since receiver diversity mitigates the impact of fading,
an interesting question is whether it also increases the
capacity of a fading channel. The capacity calculation under
diversity combining first requires that the distributian of the
received SNR p(y)under the given diversity combining
technique be obtained. Once this distribution is known it can
“be substituted into any of the capacity formulas above to
obtain the capacity under diversity combining. The specific

channel side information.It was found that, as expected, the

x

with receiver CSI only, which in turn is bigger than with

i \_/MIMO with block diagram?

channel inversion. The performance gap of these different
formulas decreases as the number of antenna branches
increases. This trend is expected, since a large number of
antenna branches make the channel look like AWGN, for
which all of the different capacity formulas have roughly the
same performance.
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Ans. Diversity : As indicated, two fundamental resources
available for a MIMO system are diversity and degrees of
freedom.
In diversity techniques, same information is sent across
independent fading channels to combat fading. When multiple
copies of the same data are sent across independently fading
channels, the amount of fade suffered by each copy of the
data will be different. This guarantees that at-least one of
the copy will suffer less fading compared to rest of the copies.
Thus, the chance of properly receiving the transmitted data
increases. In effect, this improves the reliability of the entire
system. This also reduces the co-channel interference
significantly. This technique is referred'as inducing a “spatial
diversity” in the communication system.

Consider a SISO system where a data stream [1, 0, 1,
I, 1] is transmitted through a channel with deep fades. Due
to the variations in the channel quality, the data stream may
get lost or severely corrupted that the receiver cannot
recover The solution to combat the rapid channel variations
is to add independent fading channel by increasing the number
of transmitter antennas or receiver antennas or the both.

The SISO antenna configuration will not provide any

diversity as there is no parallel link. Thus the diversity is
indicated as (0).

Q.15 Eplain Transmitter Diversity in If

Channel Quality -

WW Diversity = 0
time

Fig. 1 : Single Input Single Output (SISO) System
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AN SO of having independent fading characteristics. Even if one of the
like AW” 2 : link fails to deliver the data, the chances of proper delivery of
' the data across the other link is very high. Thus, additional
fading channels increase the reliability of the overall
transmission — this improvement in reliability translates into
r- performance improvement — measured as diversity gain.
e For & system with N7 transmitter antennas and N, receiver
antennas, the maximum number of diversity paths is N, x N.
@ In the following configuration, the total number of diversity
— path created is | x 2=2.
!
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Fig. 2 : Single Input Mulitiple Output (SIMQ) System
:lgv 0,1, . In rhrg way, more diversity paths can be created by
A adding m.UIUPIe antennas at transmitter or receiver or both.
am may Figure 3 illustrates a 2 x 2.
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Fig. 3 : Multiple Input Multiple Output (MIMO) System

\

: fe on: MIMO Syﬂ" po

-to-Point
Precoding for Point-to- .
g ing for Multi-user MO Syste
#

(b) Precod,
-to-Point MIMO Systems

e-output (M
ip‘:’e antennas ;

Q.16 Write short no

for Point L

ultiple-input multipl iy
i ith mu

el ple antennas.

r that has multi
me narrowband, slovzfly

Ans.(r) Precoding

In point-to-point Im
systems, a transmitter equ
communicates with a receive

Most classic precoding results assu e
fading channels, meaning that the channel for a certain PEAY

of time can be described by 2 single channel matlilx :;‘:l; "
does not change faster. In practice, such channels o
achieved, for example, through OFDM. The Pre“]:lonnel
strategy that maximizes the 1hroug}?put, cal_led c "llable
capacity, depends on the channel state information aval

in the system.
Statistical Channel State Infor
Kknows the channel matrix and the
information, cigen beamforming i
MIMO channel capacity.In this approach, t
emits multiple streams in eigen directions 0

covariance matrix. )
Full Channel State Information : If the channel matrix 1s

completely known, singular value decomposition (SVD)
precoding is known to achieve the MIMO channel capacity.
In this approach, the channel matrix is diagonalized by taking
an SVD and removing the two unitary matrices through pre-
and post-multiplication at the transmitter and receiver,
respectively. Then, one data stream per singular value can
be transmitted (with appropriate power loading) without
creating any interference whatsoever.
Ans.(b) Precoding for Multi-user MIMO Systems
In multi-user MIMO, a multi-antenna transmitter
communicates simultaneously with multiple receivers (each
hfw‘m-g one or multiple antennas). This is known as space-
division 'rnuhiple access (SDMA). From an implementation
perspective, precoding algorithms for SDMA systems can
be sub-divided into linear and nonlinear precoding types. The
capacity achieving algorithms are nonlinear, but linear
precoding approaches usually achieve reasonable
pcrforrpan‘ce with much lower complexity. Linear precodin
strategies include maximum ratio transmission (MRT), zer :
forcing (ZF) precoding, and transmit Wiener precoding ,The?-
are also precoding strategies tailored for low-rate feédb i
of channel state information, for -
T . n, 1 e_xample random
g. Nonlinear precoding is d
SO . g 1s designed based on the
ptol dirty paper coding (DPC), which shows th
known interference at the tran it e
itk : smitter can be subtracted
o ut the penalty of radio resources if the optimal precodin
eme can be applied on the transmit signal. .

mation : If the receiver
transmitter has statistical
s known to achieve the
he transmitter
f the channel
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Capacity and Mutual Information : Following figure

% users with favorable channel fading conditions to improve
“‘?’;m ] the system throughput. In order to achieve multiuser diversity represents a discrete memoryless (noise term corrupts the
. and ppply zero-forcing precoding, the CSI of all users are | input symbols independently) channel, where the input and
vking required at the base station. However, the amount of overall | output are represented as random variables X and Y
feedback information increases with the number of users. respectively. Statistically, such a channel can be expressed  °
ation Therefore, it is important to perform a 'userlselecnon at thﬁ: by transition or conditional probabilities. That s, given asetof
od st receiver to determine the users which feedback their inputs to the channel, the probability of observing the output of
tion. qumlil;zd CSI to the transmitter based on a pre-defined [ e channel is expressed as conditional probability p(Y/X).
lhmho o .
l:;,s: DPC or DPC-like Nonlinear Precoding : Dirty paper ‘ input it output
B coding is a coding technique that pre-cancels known 5 X v
ich interference without power penalty. Only the transmitter ik
Rar needs to know this interference, but full channel state Fig. ) )
information is required everywhere to achieve the weighted For such a channel, the mutual information I(X; Y)
denotes the amount of information that one random variable '

rel
sum capacity. This category includes Costa precoding,

contains about the other random mriabkt/1
... (3)

2z Tomlinson-Harashima precoding and the vector perturbation
th achnique I(X;Y) = h(X) - h(Y|X)
or ' h(X) is the amount of information i X before observing
e Capacity of a MIMO system over Fading | Y and thus the above quantity can be seen as the reduction
e s of uncertainty of X from the observation of Y.
f W———- . - The information capacity C is obtained by maximizing
’ system is used to increase the capacity [ .o o) information taken over all possible input-

distributions p(x).

.4

: dramatically and also to improve the quality of a
l cqmmunication link. Increased capacity is obtained by spatial
multiplexing and increased quality is obtained by diversity
techniques (Space time coding). Capacity equations of a
MIMO system over a variety.of channels (AWGN, fading

C =m(a;(](X;Y) [/
pix

MIMO Flat Fading Channel Model : ‘
A N, x N, MIMO system over a flat fading channel

can be represented in the complex baseband notation.

channels) is of primary importance.
- Entropy : The average amount of information per symbol
(measured in bits/symbol) is called Entropy. Given a set of N y=Hx+n - (5)
discrete information symbols - represented as random where, _ .
variable X ¢ {x,, x,, ..., x} having probabilities denoted by a (J;\I =r }je,c)ewed response from the channel — dimension
:;;)??sblgl;‘t’); rl:d;;s Function p(x)={p;, p,, ..., py}, the entropy 1}\:{ = The complex channel matrix of dimension (N, x
, )
t

x = Vector representing transmitted signal — dimension
(N, x I). Assuming Gaussian signals i.e., x ~ N(0, K),
where K 2 E[xx"] is the covariance matrix of the

3 ]
h(X) =Zp| 1082 [_J
i=1 P
‘ 1
= Z p(x)log, /'P_(;‘] ,

xeX .

transmit vector x
N, = The number of transmit antennas

N, = The number of receive antennas

n = Complex baseband additive white Gaussian noise

vector of dimension (N, x 1). It is assumed that the

noise is spatially white n ~ (0, K,) where K, is the

covariance matrix of noise.
Signal Covariance Matrices : It was assumed that the
input signal vector x and the noise vector n are uncorrelated.
Therefore, the covariance matrix of the received signal vector

*—Zp(x)logzp(x) (D
- xeX )

Entropy is a measure of uncertainty of a random
variable X, therefore reflects the amount of information
required on an average to describe the random variable. in
general, it has the following bounds

0 <h(X) <log,(N) e)

Entropy hits the lower bound of zero (no uncertainty,

is given by

E[YY"]= E[(HX + N)HX + N)H]

therefore po information) for a completely deterministic
system (probability of correct transmission p;=1). Itreaches =HK H*+K . (6)
the upper bound when the input symbols x, are equi-probable. 1 . .

RS TSR e T T e e
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F In the above equation, the H operator on the matrices
denote Hermitian transpose operation. Thus, there are three
covariance matrix involved here

K, = E[XX"] - Covariance matrix of input signal vector
K, =E[YY H] - Covariance matrix of channel response
vector
K, " E[NNM"] — Covariance matrix of noise vector
Channel State Information
The knowledge of the channel matrix H, at the
transmitter is called’ Channel State Information at the
Transmitter (CSIT). If the receiver knows about the present
state of the channel matrix that knowledge is called Channel
- State Information at the Receiver (CSIR).
Capacity with Transmit Power Constraint : Now, we
would like to evaluate capacity for the most practical scenario,
where the average power, given by P = Tr(K) = E(|IxII*].
that can be expensed at the transmitter is limited to P,. Thus,
the channel capacity is now constrained by this average
transmit power, given as
C =

max I(X;Y)

kP ar .. (7)
1 For the further derivations, we assume that the receiver
: .( - possesses perfect knowledge about the channel. Furthermore,
we assume that the input random variable X is independent
of the noise N and the noise vector is zero mean Gaussian
distributed with covariance matrix K i.e,, N ~N(0, K ).
Note that both the input symbols in the vector x and
the output symbols in the vector y take continuous upon
transmission and reception and the values are discrete in time
(Continuous input Continuous output discrete Memoryless
Channel CCMC). For such continuous random variable,
. differential entropy — h(.) is considered. Expressing the
mutual information in terms of differential entropy.
I(X;Y) = hy(Y) - hy(YX)
=h(Y)-hHX +NX)  ..(8)
Since it is assumed that the channel is perfectly known
at the receiver, the uncertainty of the channel h conditioned
on X is zero, i.e., h,(HX) = 0.

Furthermore, it is assumed that the noise N is
independent of the input X, i.e., hy(N|X) = h,(N). Thus, the
mutual information is '

I(X;Y) =hy(Y)-hy(N) . (9)

Following the procedure laid out here, the differential

entropy h,(N) is calculated as

h,(N) = log,(det[neK,]) .. (10)

Using (6) and the similar procedure for calculating

h,(N) above. The differential entropy hy(Y) is given by
by(Y) = log,(det[re(HK H" + K, + I(n)]()l !
'

Substituting equations (10) and (11) in (9), the capacity
s given by

C =hy(Y) - h,(N)
= log, (det[ne(HK H" + K)]) - log, (det[neK ])
= log, (det{HK H" + K ]) - log, (det[K,])
= log, (det [((HK H" + K ) (K)™'])
= log, (det[(HK H") (K )™ + I\,])
= log, (det[ Iy +(K,)" (HK _HY)) i £32)

For the case, where the noise is uncorrelated (spatially

1
white) between the antenna branches, K, =—-1y , where
on .

Iy is the identity marix of dimension N, x N .
Thus the capacity for MIMO flat fading channel can
be written as o ’

C=|og2[det(ln_ +L2HK,(H“H
c

n

...(13‘)

The capacity equation (13) contains random variables,
and therefore the capacity will also be random. For obtaining
meaningful result, for fading channels two different capacities

can be defined.
If the CSIT is **UNKNOWN** at the transmitter, it
is optimal to evenly distribute the available transmit power at

. . P .
the transmit antennas. That is, K, =—-1Iy , where Iy, is
N, ™ J

the identity matrix of dimension N, x N,.

Ergodic Capacity : Ergodic capacity is defined as the
statistical average of the mutual information, where the
expectation is taken over H

C= E{logzlidet(lm +L2HK,H“m .. (14)
Gl‘l

Outage Capacity : Defined as the information rate below
which the instantanecous mutual information falls below a
prescribed value of probability expressed as percentage — q.

A

[logz [det[lNr +—1—2-HKXHHH <Cou q =%
\ n

. ... (15)
A word on capacity of a MIMO system over AWGN

Channels : The capacity of MIMO system over AWGN

channel can be derived in a very similar manner. The only
difference will be the channel matrix. For the AWGN channel,
the channel matrix will be a constant. The final equation for
capacity will be very similar and will follow the lines of capacity
of SISO over AWGN channel.
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